
Fitting the competitive exclusion data for Gause [1934]

From: Gause 1934



Non linear parameter optimization (Appendix 14.7)
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Function fit() in Grind minimizes the  Summed Squared Residuals (SSR)


User needs to provide an initial guess for all parameters.

Grind gradually changes the free parameters.


(Gradient descent model: use partial derivatives)


Fitting stops at (local) optimum.


Non linear parameter optimization (Appendix 14.7)






