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which is a general Hill function.


α’=T/b is total/handling time (max number of prey)

h=1/(ab) involves handling and searching times

n = atR , t = T � bn

Chapter 7

Functional response

Most models in the previous chapter were based upon a mass-action killing term. One of
these resource-consumer models suggested that qualitatively di↵erent resource nullclines are
expected for more complicated killing terms. In biology mass-action interaction terms are often
a simplification that is valid only at low population densities. Mass-action terms can become
very large when either of the involved populations becomes large, and, as a consequence, the
per capita rate of the other population may become unrealistically large. For example, the rate
at which bacteria are infected by phages should not become extremely fast when the average
number of phages surrounding a single bacterium becomes extremely large. Productive infection
takes time because the phages have to attach, enter the cell, and interact with the intracellular
machinery of the bacteria, and this “handling” time is not accounted for if infection is modeled
with a mass-action infection term (unless every subprocess, such as the attachment and entry,
are implemented as subsequent steps in the model).

Saturation functions provide a semi-mechanistic short-cut for limiting the interaction rate at
high population densities, and in earlier chapters we have used Hill functions and exponential
functions to allow for maximum birth rates at high resource densities. A famous paper by Holling
in 1959 (Holling, 1959) defined a number of such saturation functions, by using his secretary,
whom was picking up artificial “resource” items, as an experimental consumer. These functions
were coined “functional responses”, and Holling (1959) defined three non-linear responses:
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which are called the Holling type-I, II, and III functions, respectively (see Fig. 7.1). All three
functions approach a maximum corresponding to the maximum amount of resource a consumer
can catch within a certain time unit. Holling’s motivation for this maximum was the “handling
time”: even at an infinite resource density the consumer cannot consume the resource infinitely
fast because of the time required to handle, eat, and digest the resource (e.g., his blind-folded
secretary had to find an item with her hands, pick it up, and store it). There is indeed a simple
way to derive Eq. (7.1b). Let n = atR be the number of prey items picked up by the secretary,
a her attack rate, t the amount of time available for searching, and R the number of prey-items
on the table. The time available for searching, t, is the total time of the experiment, T , minus
the time spend on handling the items found, bn. Substituting, t = T � bn into n = atR gives

n = a(T � bn)R or n =
aTR

1 + abR
=

a
0
R

h+R
, (7.2)
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European kestral on Microtis vole (a),

weasels on rodents in forests in Poland (b),


and Warblers on spruce budworm larvae (c).



Functional response

Simplest type I response, where b is due to other prey (mosses).

Brown lemmings (Lemmus sibericus) foraging monocot in arctic tundra


From: Batzli et al, Oikos, 1981, 37: 112-116.

y=ax+b



Functional response

Stinkbug (Podisus maculiventris) in lab feeding on larvae of Mexican bean beetle.

Here a is the attack rate, T=14 h is the total time, and Th=0.9 h is the handling time.


From: Wiedenmann & O'Neil, Environ. Entomol., 1991, 20: 610-614.

aTR

1 + aThR
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Figure 7.1: The functional responses defined by Eq. (7.1). The Holling type I functional response (a), the
Monod (Holling type-II) functional response (b), and the sigmoid (Holling type-III) functional response
(c). This figure was made with the file functions.R.

where a
0 = T/b and h = 1

ab
, i.e., her handling time b per item defines the maximum, a0, and

part of the saturation constant, h.

Eq. (7.1) shows that the Holling type-II and type III responses are conventional Hill functions.
Thus, we know that a is the maximum consumption rate, and that h is the resource density at
which the function consumption is half maximal. Synonyms of the type-II and III responses are
the “Monod saturation” (Monod, 1949; Holling, 1959), and the “sigmoid” functional response,
respectively. Both will be discussed at length in this chapter. The type-I response is linear until
the per capita consumption rate equals the maximum of a per time unit, an extension of this
will be discussed in one of the exercises.

7.1 Monod functional response

We start simple by considering a Monod saturated per capita killing rate of a logistically repli-
cating resource, R, by a consumer, N ,

dR

dt
= rR(1�R/K)� aRN

h+R
= rR(1�R/K)� a

0
RN

1 +R/h
, (7.3)

where a is the maximum number of resource consumed (and/or killed) per consumer per unit
of time, h is the resource density at the consumption rate is half-maximal, and a

0 = a/h is
a mass-action killing rate. The latter form of the equation reveals that when the saturation
constant, h, is large this model approaches the Lotka-Volterra model (here large would mean
h � K). The dR/dt = 0 isocline can be found by setting Eq. (7.3) to zero, and solving

R = 0 and N =
r

a
(1�R/K)(h+R) , (7.4)

where the latter is a parabola crossing N = 0 at R = K and R = �h, and having its maximum
value at R = (K � h)/2. In Fig. 7.2 this nullcline is depicted for positive population densities.
When h < K, the resource nullcline is a parabola with an unstable part having vectors pointing
away from it in the region where R <

K�2
2 (see Fig. 7.2a–c). When h � K the resource nullcline

is a monotonically declining function resembling that of the (generalized) Lotka-Volterra model
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Figure 7.2: Qualitatively di↵erent phase spaces of the Monod saturated model of Eq. (7.3) and (7.5).
The red parabola is the resource nullcline intersecting the horizontal axis at R = K, and the vertical
axis at N = rh/a. The blue vertical consumer nullcline is located at R

⇤ = h/(R0 � 1). Black lines are
trajectories starting just above the carrying capacity of the resource. In Panels (a-c) we set h ⌧ K such
that the maximum of the parabola that is located at R = (K � h)/2, occurs approximately half-way the
carrying capacity. In Panel (a) R⇤

> K, making the carrying capacity of the resource is the only attractor.
In Panel (b) R⇤

> (K � h)/2, making the non-trivial steady state stable. In Panel (c) R⇤
< (K � h)/2,

making the non-trivial steady state unstable, and giving rise to a stable limit cycle, corresponding to
periodic behavior. In Panel (d) h = K, which puts the top of the parabola at R = 0 and makes the
dR/dt = 0 nullcline monotonically declining. This figure was made with the model monod.R.

(see Fig. 7.2d). For the consumer it is typically assumed that the per capita birth rate is
proportional to its per capita consumption,

dN

dt
=

caRN

h+R
� �N , (7.5)

which is identical to the consumer equation in Eq. (5.6), and therefore has the same R0 =
ca

�
and

nullcline at R = h

R0�1 . This nullcline again defines the resource density, R⇤, that the consumers
require to expand, i.e., on the right-hand side of the nullcline the vector-field points upwards.

In ecology this Monod-saturated model is sometimes referred to as the Rosenzweig-McArthur
model. For a given setting of the parameters, it can have three steady states: two trivial states
(R̄, N̄) = (0, 0) and (K, 0), and a non-trivial co-existence state that is present when R

⇤
< K. Fig.

7.2 depicts qualitatively di↵erent phase spaces of the model. In Fig. 7.2a the consumer cannot
maintain itself because R⇤

> K, i.e., even the maximum resource density K is insu�cient. As a
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Figure 7.3: Bifurcation diagrams illustrating the e↵ect of increasing the carrying capacity, K (starting
at a K0 > 0). Heavy red lines represent stable steady states, light blue lines unstable steady states, and
black points minima and maxima of a stable limit cycle. Panel (c) depicts the trajectory of Fig. 7.2c as
a time plot (R: red and N : blue). This figure was made with the model monod.R.

consequence, (R̄, N̄) = (K, 0) is a stable steady state (see the vector field in Fig. 7.2a). Indeed
systems containing too little nutrients are expected to have such a low carrying capacity of the
resource that it is unable to sustain a consumer population.

Fig. 7.2b depicts the situation where the consumer nullcline is located at the right-hand side of
the top of the parabolic resource nullcline, i.e., when (K � h)/2 < R
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starting with few consumers in a resource population at carrying capacity reveals that for the
parameters that were used to make Fig. 7.2b, the steady state is a stable spiral point. In Fig.
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The steady state is unstable because the local feedback of the resource on itself is positive:
increasing the resource increases its growth rate. The reason for this positive feedback is the
saturated functional response, as increasing the resource density will decrease the per capita
killing rate, a/(h + R), of the resource. The behavior of the model in this situation is a stable
limit cycle (see Fig. 7.2c and Fig. 7.3c). One can indeed check that in Fig. 7.2c none of the
trivial steady states, i.e., (R̄, N̄) = (0, 0) or (K, 0), is an attractor of the system. Therefore,
the consumer cannot go extinct, and the stable limit cycle has to be the global attractor of the
system. Fig. 7.2d just confirms that this model becomes similar to the Lotka-Volterra model
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Population cycles

Population cycles in the snowshoe hare and the lynx.
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Algae zooplankton oscillations

Daphnia (blue triangles) and their edible algal

prey (green squares) in four nutrient-rich systems.


From: McCauley et al, Nature, 1999



Algae zooplankton oscillations

Experimental results showing the population cycles of rotifer-alga systems.  

a-d, Single-clone algal populations; e-i, multiple-clone algal populations. 

Filled circles, B. calyciflorus (predator); open circles, C. vulgaris (prey).
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Algae zooplankton oscillations

Data: Heerkloss & Klinkenberg, 1998; 
Copied from Scheffer et et al, Hydrobiologia, 2003

16

Figure 5. Non-equilibrium dynamics observed in an experimental multispecies community. The community developed in a long-term laborat-
ory experiment under constant external conditions, and consisted of more than 20 different species. Data show the observed time course of (A)
the dominant phytoplankton groups (green = green flagellates, blue = prokaryotic pico-phytoplankton, red = the diatom Melosira), and (B) the
dominant zooplankton groups (green = the rotifer Brachionus, blue = the copepod Eurytemora, red = protozoans). Data were kindly provided
by Heerkloss (unpublished), and by Heerkloss & Klinkenberg (1998), with permission from Schweizerbartsche Verlagsbuchhandlung.
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Quasi steady state assumption 

58 Functional response

subpopulation C that is actually handling the resource, and a free subpopulation, F , that is
trying to catch the resource, R. By conservation one knows that N = F + C. To describe the
consumers catching and handling resource one could write

dC

dt
= kRF � hC or

dC

dt
= kR(N � C)� hC , (7.8)

where k is a rate at which the free consumers catch resource, and 1/h is the time they require
to handle the resource. Since the time scale of handling resource is much more rapid than the
time scale at which the resource and consumers reproduce, one can make a quasi steady state
assumption for the complex, dC/dt = 0, and obtain that

C =
kNR

h+ kR
=

NR

h0 +R
, (7.9)

where h
0 = h/k is the resource density at which half of the consumers are expected to be

handling resource. To see how this ends up in the resource population one could add dC/dt =
kRF � hC = 0 to an ODE for the resource, e.g., dR/dt = rR(1�R/K)� kRF , giving

dR

dt
= rR(1�R/K)� hC = rR(1�R/K)� hNR

h0 +R
, (7.10)

which is a normal Holling type-II functional response. For the consumers one could argue
that the birth rate should be proportional to the number of consumers that are handling and
consuming resource, and write that

dN

dt
= cC � dN =

cNR

h0 +R
� dN , (7.11)

which again delivers the Monod saturated consumer resource model.

One can also use this analysis to learn how to write ODEs for a consumer consuming several
di↵erent resource. Let ki be the catch rate for resource i, and assume for simplicity that all
resource species require the same handling time. By the ki parameter, the consumer can have
di↵erent preferences for the di↵erent resource species. The conservation equation now becomes
N = F +

P
i
Ci, and for each complex one writes dCi/dt = kiRiF � hCi = 0. Summing all

dCi/dt equations yields

X

i

dCi

dt
=

X

i

kiRiF � h

X

i

Ci =
X

i

kiRi

⇣
N �

X

j

Cj

⌘
� h

X

i

Ci = 0 , (7.12)

which can be rewritten into
X

i

Ci =
N

P
i
kiRi

h+
P

j
kjRj

and, hence, Ci =
NkiRi

h+
P

j
kjRj

. (7.13)

For each resource, i, one can again add dCi/dt = kiRiF � hCi = 0 to

dRi

dt
= rRi(1�Ri/Ki)� kiRiF giving

dRi

dt
= rRi(1�Ri/Ki)�

hkiRiN

h+
P

j
kjRj

. (7.14)

For the consumers one would argue that their reproduction is proportional to all consumers in
complex with resource, and write that

dN

dt
= c

X

i

Ci � dN =
cN

P
i
kiRi

h+
P

j
kjRj

� dN . (7.15)

Although this all works out quite nicely, this does not imply that saturated functional responses
are truly due to the handling time derived here, or the one defined in Eq. (7.2). One could also
argue that saturation is simply due to satiation of the consumers at high resource densities.

Split consumers into free, F, and handling, C:

dC

dt
= 0 gives

64 Functional response

in mathematical models and is frequently observed in nature. Note that these oscillations are
autonomous: there is no periodic forcing from outside driving this. The periodic behavior arose
by the destabilization of the non-trivial steady state, i.e., at a Hopf bifurcation (see Fig. 7.3 and
Chapter 11).

Formal derivation of the Monod response by a QSSA

The Monod functional response can be derived in the same way as the conventional Michaelis-
Menten enzyme expression was obtained. To this end one splits the consumers, N , into a
subpopulation, C, that is actually handling the resource, and a free subpopulation, F , that is
“free” to catch the resource, R. By conservation one knows that N = F + C. To describe the
consumers catching and handling resource one could write

dC

dt
= aRF � hC or

dC

dt
= aR(N � C) � hC , (7.9)

where a is a rate at which the free consumers attack and catch resource, and 1/h is the time
they require to handle the resource. When the time scale of handling resource is much more
rapid than the time scale at which the resource and consumers reproduce, one can make a quasi
steady state assumption for the complex, dC/dt = 0, and obtain that
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Although this all works out quite nicely, this does not imply that saturated functional responses
are truly due to the handling time derived here, or the one defined in Eq. (7.2). One could also
argue that saturation is simply due to satiation of the consumers at high resource densities.
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Consumers that eat replicate.
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autonomous: there is no periodic forcing from outside driving this. The periodic behavior arose
by the destabilization of the non-trivial steady state, i.e., at a Hopf bifurcation (see Fig. 7.3 and
Chapter 11).

Formal derivation of the Monod response by a QSSA

The Monod functional response can be derived in the same way as the conventional Michaelis-
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where h
0 = h/a is the resource density at which half of the consumers are expected to be

handling resource. To see how this ends up in the resource population one could add dC/dt =
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which is a normal Holling type-II functional response. For the consumers one could argue
that the birth rate should be proportional to the number of consumers that are handling and
consuming resource, and write that
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which together with Eq. (7.11) delivers the Monod saturated consumer resource model.
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For each resource, i, one can again add dCi/dt = aiRiF � hCi = 0 to
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For the consumers one would argue that their reproduction is proportional to all consumers in
complex with resource, and write that
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Although this all works out quite nicely, this does not imply that saturated functional responses
are truly due to the handling time derived here, or the one defined in Eq. (7.2). One could also
argue that saturation is simply due to satiation of the consumers at high resource densities.

Saturated birth rate

In Chapter 5 we studied the e↵ect of a saturated birth rate of the consumer in the Lotka-
Volterra model, and demonstrated that the consumer nullcline remains to be a straight line at
the critical resource density, R

⇤. Since the consumption rate is now also a saturation function,
we double-check how a birth rate that saturates as a function of the consumption would a↵ect
the equations now. Since the per capita consumption equals aR/(h + R), one obtains for a
saturated per capita birth rate of the consumer

g(R) =
c

aR

h+R

H + aR

h+R

=
caR

H(h + R) + aR
=

�R

h0 + R
, (7.17)

which remains of the same form as the birth rate in Eq. (7.5), with a new birth rate, � =
ca/(H + a), and saturation constant, h

0 = hH/(H + a) < h. Note that h
0

< h, i.e., that
the consumer birth rate is generally expected to saturate at lower resource densities than the
consumer consumption rate. We conclude that a saturated consumer birth rate makes hardly
any di↵erence.

7.2 Sigmoid functional response

For several types of prey one expects that they can hide e�ciently in so-called “refugia” at
low prey densities, which would lead to low consumption rates at low resource densities. For
instance, prey species like zooplankton that are consumed by fish will hide in the vegetation when
they sense the presence of fish. A mechanistic way to describe this would be a “shifted” Monod
saturated functional response, i.e., f(R) = (R�k)/(h+R�k), where k is number of refugia, or
the resource density at which consumption starts (you will sketch the nullclines resulting from
this functional response with Grind in one of the exercises). Because this shifted Monod function
is discontinuous, the same process is typically modeled with a more phenomenological sigmoid
functional response, which indeed delivers similar nullclines (see the same exercise). Another
example of such a shifted or sigmoid functional response would be large herbivores that hardly
spend time grazing when they know the vegetation cover is very poor. Sigmoid e↵ects may
also appear in the e↵ect of the consumer on the resource (which will not be considered here).
For example, tumor cells are quite resistant to the cytotoxic e↵ect of killer cells in the immune
system, and may may require multiple contacts with such cytotoxic cells before they die. At
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Figure 7.4: The resource nullcline of Eq. (7.17a) is constructed by sketching its positive and negative
part in one diagram (a) for various values of N . The intersects in (a) deliver the dR/dt = 0 nullcline in
(b).

Saturated birth rate

In Chapter 5 we studied the e↵ect of a saturated birth rate of the consumer in the Lotka-
Volterra model, and demonstrated that the consumer nullcline remained to be a straight line at
the critical resource density, R⇤. Since the consumption rate is now also a saturation function,
we double-check how a birth rate that saturates as a function of the consumption would a↵ect
the equations now. Since the per capita consumption equals aR/(h + R), one obtains for a
saturated per capita birth rate of the consumer
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which remains of the same form as the birth rate in Eq. (7.5), with a new birth rate, � =
ca/(H + a), and saturation constant, h

0 = hH/(H + a) < h. Note that h
0
< h, i.e., that

the consumer birth rate is generally expected to saturate at lower resource densities than the
consumer consumption rate. We conclude that a saturated consumer birth rate makes hardly
any di↵erence.

7.2 Sigmoid functional response

Tumor cells are quite resistant to the cytotoxic e↵ect of killer cells in the immune system, and
may may require multiple contacts with such cytotoxic cells before they die. At low killer cell
densities this involves cooperative e↵ects where tumor cells are destructed by interacting with
multiple killer cells, and this gives rise to a sigmoid functional response (Gadhamsetty et al.,
2017). Additionally, large herbivores hardly graze if the vegetation cover is very poor. Finally, at
low prey densities individuals can hide e�ciently in “refugia”, leading to low consumption rates
at low densities. Although the latter two examples can be described with a “shifted” Monod
saturated functional response, i.e., f(R) = (R� k)/(h+R� k), where k is the resource density
where consumption starts, this is typically modeled with a sigmoid functional response.

Replacing the saturated functional response of the previous model with a sigmoid Hill function,
we obtain

dR

dt
= rR(1�R/K)� aR

2
N

h2 +R2
and

dN

dt
=

caR
2
N

h2 +R2
� �N . (7.17)
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In Chapter 5 we studied the e↵ect of a saturated birth rate of the consumer in the Lotka-
Volterra model, and demonstrated that the consumer nullcline remained to be a straight line at
the critical resource density, R⇤. Since the consumption rate is now also a saturation function,
we double-check how a birth rate that saturates as a function of the consumption would a↵ect
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which remains of the same form as the birth rate in Eq. (7.5), with a new birth rate, � =
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< h, i.e., that
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consumer consumption rate. We conclude that a saturated consumer birth rate makes hardly
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may may require multiple contacts with such cytotoxic cells before they die. At low killer cell
densities this involves cooperative e↵ects where tumor cells are destructed by interacting with
multiple killer cells, and this gives rise to a sigmoid functional response (Gadhamsetty et al.,
2017). Additionally, large herbivores hardly graze if the vegetation cover is very poor. Finally, at
low prey densities individuals can hide e�ciently in “refugia”, leading to low consumption rates
at low densities. Although the latter two examples can be described with a “shifted” Monod
saturated functional response, i.e., f(R) = (R� k)/(h+R� k), where k is the resource density
where consumption starts, this is typically modeled with a sigmoid functional response.
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The R0 of the consumer remains R0 = ca/�, and the dN/dt = 0 nullcline remains a straight line
that is now located at R⇤ = h/

p
R0 � 1 (see Fig. 7.5). Sketching the nullcline of the resource is

much more challenging. Setting dR/dt = 0 and canceling the R = 0 solution, we obtain

N =
r(h2 +R

2)

aR

✓
1� R

K

◆
, (7.18)

which has a vertical asymptote at R = 0, and is zero when R = K. One can take the derivative
of this function to find its minima and maxima (see Section 13.6 in the appendix), but because
this all becomes rather complicated, one typically constructs the nullcline graphically (Noy-
Meir, 1975). The procedure is to separate the ODE into its positive logistic growth term,

f(R) = rR(1�R/K) and its negative sigmoid predation term, g(R,N) = aR
2
N

h2+R2 . Both functions
can be sketched as a function of the resource density R (see Fig. 7.4a), and the points where
they intersect correspond to points on the dR/dt = 0 nullcline. The logistic function, f(R), is a
parabola intersecting the horizontal axis at R = 0 and R = K. The consumption term, g(R,N),
is a sigmoid function with a maximum increasing with the consumer density, N . Sketching
g(R,N) for various values of N we read in Fig. 7.4a at which R values g(R,N) = f(N), and
copy these R values with the corresponding value of N as a point of the nullcline in Fig. 7.4b.

To know where in Fig. 7.4a the curves intersect it is crucial to know their slopes around the
origin, which is determined by their local derivative, i.e.,

@R f(R) = r � 2rR/K , which for R = 0 equals r , (7.19)

showing that the local slope of the parabola in the origin is r,

@R g(R,N) =
2aRN

h2 +R2
� 2aR3

N

(h2 +R2)2
, which for R = 0 yields 0 , (7.20)

confirming that the sigmoid curves leave the origin with slope zero. The sigmoid curves therefore
always start below the parabola, whatever the consumer density N . Because the maximum of
the parabola is rK/4, and that of the predation term aN , the g(R,N) functions will exceed the
top of the parabola at su�ciently high values of N (see Fig. 7.4a). Since h ⌧ K this leads to
a dR/dt = 0 nullcline with a minimum and a maximum in Fig. 7.4. When h is too large the
nullcline declines monotonically (see Fig. 7.5d). In Section 13.6 in the appendix we derive that
the nullcline is non-monotonic when h <

K

3
p
3
' K

5 , that the minimum of the nullcline is located

below R = h
3
p
K, and the maximum remains located around R = K/2.

When R
⇤
< K, the model has three steady states: the trivial (0, 0)and (K, 0) saddle points,

and a non-trivial steady state that in Fig. 7.5(a) and (b) is very similar to the monod-saturated
model. When R

⇤
> K/2 the state is stable (Fig. 7.5a), and when the consumer nullcline is

located in between the minimum and the maximum the steady state is unstable, such that the
one and only attractor of the model is a stable limit cycle (Fig. 7.5b). There is a qualitatively
new steady when the vertical consumer nullcline is located on the left-hand side of this minimum,
and the graphical Jabobian of this new steady state is

J =

✓
�↵ ��

� 0

◆
with trJ < 0 and det J > 0 , (7.21)

which therefore is a stable point (Fig. 7.5c). As the non-trivial steady state will have neutral
stability when the consumer nullcline is located such that it intersects the minimum or the max-
imum of the resource nullcline, this model can undergo two Hopf bifurcations (see below in Fig.
7.6e). When the saturation constant, h >

K

3
p
3
, the consumer nullcline declines monotonically,

giving rise to a Lotka-Volterra like phase plane, where the non-trivial steady state is always
stable (Fig. 7.5d).
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may may require multiple contacts with such cytotoxic cells before they die. At low killer cell
densities this involves cooperative e↵ects where tumor cells are destructed by interacting with
multiple killer cells, and this gives rise to a sigmoid functional response (Gadhamsetty et al.,
2017). Additionally, large herbivores hardly graze if the vegetation cover is very poor. Finally, at
low prey densities individuals can hide e�ciently in “refugia”, leading to low consumption rates
at low densities. Although the latter two examples can be described with a “shifted” Monod
saturated functional response, i.e., f(R) = (R� k)/(h+R� k), where k is the resource density
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confirming that the sigmoid curves leave the origin with slope zero. The sigmoid curves therefore
always start below the parabola, whatever the consumer density N . Because the maximum of
the parabola is rK/4, and that of the predation term aN , the g(R,N) functions will exceed the
top of the parabola at su�ciently high values of N (see Fig. 7.4a). Since h ⌧ K this leads to
a dR/dt = 0 nullcline with a minimum and a maximum in Fig. 7.4. When h is too large the
nullcline declines monotonically (see Fig. 7.5d). In Section 13.6 in the appendix we derive that
the nullcline is non-monotonic when h <

K

3
p
3
' K

5 , that the minimum of the nullcline is located

below R = h
3
p
K, and the maximum remains located around R = K/2.

When R
⇤
< K, the model has three steady states: the trivial (0, 0)and (K, 0) saddle points,

and a non-trivial steady state that in Fig. 7.5(a) and (b) is very similar to the monod-saturated
model. When R

⇤
> K/2 the state is stable (Fig. 7.5a), and when the consumer nullcline is

located in between the minimum and the maximum the steady state is unstable, such that the
one and only attractor of the model is a stable limit cycle (Fig. 7.5b). There is a qualitatively
new steady when the vertical consumer nullcline is located on the left-hand side of this minimum,
and the graphical Jabobian of this new steady state is

J =

✓
�↵ ��

� 0

◆
with trJ < 0 and det J > 0 , (7.21)

which therefore is a stable point (Fig. 7.5c). As the non-trivial steady state will have neutral
stability when the consumer nullcline is located such that it intersects the minimum or the max-
imum of the resource nullcline, this model can undergo two Hopf bifurcations (see below in Fig.
7.6e). When the saturation constant, h >

K

3
p
3
, the consumer nullcline declines monotonically,

giving rise to a Lotka-Volterra like phase plane, where the non-trivial steady state is always
stable (Fig. 7.5d).
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◆
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which therefore is a stable point (Fig. 7.5c). As the non-trivial steady state will have neutral
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Figure 7.5: Qualitatively di↵erent phase spaces of the sigmoid saturated model of Eq. (7.17). The red
line is the resource nullcline intersecting the horizontal axis at R = K. The blue vertical consumer
nullcline is located at R

⇤ = h/
p
R0 � 1. Black lines are trajectories starting just above the carrying

capacity of the resource. In Panels (a-c) we set h <
K

3
p
3
such that the resource nullcline has a minimum

and a maximum (see Section 13.6). If h ⌧ K, Eq. (7.18) simplifies to N = r
aR

�
1� R

K

�
, showing that the

maximum of the resource nullcline is located around R = K/2. In Panel (a) we set R
⇤
> K/2, making

the non-trivial steady state stable. In Panel (b) we set R
⇤
< K/2, making the non-trivial steady state

unstable, and giving rise to a stable limit cycle. In Panel (d) we set h >
K

3
p
3
, which makes the dR/dt = 0

nullcline monotonically declining. This figure was made with the model sigmoid.R.

Bifurcation diagrams

Enrichment, i.e., increasing K, can also cause a Hopf bifurcation in this model, giving rise to
stable limit cycles that grow in amplitude with the distance to the Hopf bifurcation (Fig. 7.6a,
b and d). However, because the resource nullcline keeps its asymptote approaching the vertical
axis, whatever the value of K (Fig. 7.6c), the trajectory cannot approach this axis very closely,
and resource and consumer densities do not become as small as in the Monod-saturated model.
Thus, we do not expect the ultimate extinction of the Paradox of enrichment (Rosenzweig, 1971)
in the sigmoid-saturated model, but we do see that enrichment increases the consumer rather the
resource when both are present (Fig. 7.6a–c). Our expression for locations of the minimum and
maximum of the resource nullcline, i.e., R ' h

3
p
K and R ' K/2, respectively, confirm that the

minimum hardly shifts when K is increased, while the maximum is proportional to K. Hence a
stable steady state with a consumer nullcline located atK/2 < R

⇤
< K readily destabilizes when

K is increased, but is not expected to become stable again because R
⇤ will remain larger than
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Figure 7.3: Bifurcation diagrams illustrating the e↵ect of increasing the carrying capacity, K (starting
at a K0 > 0). Heavy red lines represent stable steady states, light blue lines unstable steady states, and
black points minima and maxima of a stable limit cycle. Panel (c) depicts the trajectory of Fig. 7.2c as
a time plot (R: red and N : blue). This figure was made with the model monod.R.

consequence, (R̄, N̄) = (K, 0) is a stable steady state (see the vector field in Fig. 7.2a). Indeed
systems containing too little nutrients are expected to have such a low carrying capacity of the
resource that it is unable to sustain a consumer population.

Fig. 7.2b depicts the situation where the consumer nullcline is located at the right-hand side of
the top of the parabolic resource nullcline, i.e., when (K � h)/2 < R

⇤. The local vector field is
identical to that of the Lotka Volterra model:

J =

✓
�↵ ��

� 0

◆
with tr = �↵ < 0 and det = �� > 0 . (7.6)

Thus, the non-trivial steady state will be stable whenever the consumer nullcline intersects
the resource nullcline at the right-hand side of the maximum of the parabola. The trajectory
starting with few consumers in a resource population at carrying capacity reveals that for the
parameters that were used to make Fig. 7.2b, the steady state is a stable spiral point. In Fig.
7.2c the nullclines intersect at the left-hand side of the maximum of the parabola. Here the
resource nullcline is unstable, and from the local vector field one now reads from the graphical
Jacobian

J =

✓
↵ ��

� 0

◆
that tr = ↵ > 0 and det = �� > 0 . (7.7)

The steady state is unstable because the local feedback of the resource on itself is positive:
increasing the resource increases its growth rate. The reason for this positive feedback is the
saturated functional response, as increasing the resource density will decrease the per capita
killing rate, a/(h + R), of the resource. The behavior of the model in this situation is a stable
limit cycle (see Fig. 7.2c and Fig. 7.3c). One can indeed check that in Fig. 7.2c none of the
trivial steady states, i.e., (R̄, N̄) = (0, 0) or (K, 0), is an attractor of the system. Therefore,
the consumer cannot go extinct, and the stable limit cycle has to be the global attractor of the
system. Fig. 7.2d just confirms that this model becomes similar to the Lotka-Volterra model
when h � K.
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increasing the resource increases its growth rate. The reason for this positive feedback is the
saturated functional response, as increasing the resource density will decrease the per capita
killing rate, a/(h + R), of the resource. The behavior of the model in this situation is a stable
limit cycle (see Fig. 7.2c and Fig. 7.3c). One can indeed check that in Fig. 7.2c none of the
trivial steady states, i.e., (R̄, N̄) = (0, 0) or (K, 0), is an attractor of the system. Therefore,
the consumer cannot go extinct, and the stable limit cycle has to be the global attractor of the
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systems containing too little nutrients are expected to have such a low carrying capacity of the
resource that it is unable to sustain a consumer population.
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increasing the resource increases its growth rate. The reason for this positive feedback is the
saturated functional response, as increasing the resource density will decrease the per capita
killing rate, a/(h + R), of the resource. The behavior of the model in this situation is a stable
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increasing the resource increases its growth rate. The reason for this positive feedback is the
saturated functional response, as increasing the resource density will decrease the per capita
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Figure 7.6: Bifurcation diagrams and phase planes of the sigmoid-saturated model. In the bifurcation
diagrams heavy red lines represent stable steady states, light blue lines unstable steady states, and black
points minima and maxima of a stable limit cycle. Panels (a–d) illustrate the e↵ect of increasing the
carrying capacity, K, as bifurcation diagram (a) and (b), a phase plane with nullclines for various values
of K (c), and a phase plane with nullclines and trajectory for the largest values of K (d). Panel (e) depicts
the e↵ect of changing � on the consumer, where the black points indicate the minima and the maxima of
the stable limit cycle that exists between the two Hopf bifurcations. Panel (g) is a bifurcation diagram
made by showing the steady state of the resource taking the number of consumers as a “parameter”. This
depicts the typical diagram with alternative steady states and hysteresis (see Chapter 11). This figure
was made with the model sigmoid.R.

R = 3
p
K. For the algae-zooplankton systems the reduced amplitude of the limit cycles is quite

important because the oscillations that are observed in nature are much “milder” than those of
the Monod-saturated model for realistic parameter values (Arditi & Ginzburg, 1989; Ginzburg
& Akçakaya, 1992; McCauley et al., 1999; Murdoch et al., 2002; Sche↵er & De Boer, 1995; Arditi
& Ginzburg, 2012). Measurements of the functional response of zooplankton grazing on algae
strongly support a Holling type-II response, however.

To illustrate the two Hopf bifurcations that this model may undergo we move the position of
the consumer nullcline located at R = R

⇤, e.g., by changing � (see Fig. 7.6e). When � is too
large the consumer cannot be maintained (because R

⇤
> K), and (R̄, N̄) = (K, 0) is the one

and only attractor (see Fig. 7.6e). Decreasing � somewhat allows the consumer to invade, its
steady state value increases with decreasing �, and for a very narrow range of � the non-trivial
steady state is stable. The value of N̄ is maximal at the Hopf bifurcation (because the consumer
nullcline is located at the maximum of the resource nullcline). Here a stable limit cycle is born,
the non-trivial steady state is unstable, and N̄ declines when � is further decreased. The second
Hopf bifurcation occurs when the consumer nullcline is located at the minimum of the resource
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Figure 7.7: The two qualitatively di↵erent nullcline constructions of the Beddington consumer-resource
model. In Panel (a) we have set a/e < r and in (b) we consider r < a/e

into the Monod saturated functional response (Abrams, 1994). The parameter e defines the
strength of the competition between the consumers, and setting e < 0 would deliver a function
where consumers help each other. For a large resource population Eq. (7.22) approaches

lim
R!1

aR

h+ eN +R
= a , (7.23)

showing that the interpretation of a remains the maximum amount of resource a consumer can
handle per unit of time.

Eq. (7.22) has also been used to describe the rate at which neutrophils kill bacteria (Malka et al.,
2012), and can be derived mechanistically for various types of transient interactions between cells
upon binding each other (De Boer & Perelson, 1995) using an extension of the Michaelis-Menten
approach (Borghans et al., 1996). In the exercises we will show that replacing a mass-action
interaction term, aXY , by this “double saturation” function, aXY

1+X/kx+Y/ky
, conveniently limits

the rate of this term when either X or Y becomes large. When either X ⌧ kx or Y ⌧ ky

the term simplifies into a classical saturation function, when X ⌧ kx and Y ⌧ ky, the term
simplifies into the same mass-action process.

Because Eq. (7.22) appears to be quite general, we will study the nullclines of consumer-resource
models having this “Beddington” functional response,

dR

dt
= rR(1�R/K)� aRN

h+ eN +R

dN

dt
=

caRN

h+ eN +R
� dN . (7.24)

The consumer nullcline is obtained by setting dN/dt = 0 and finding the solutions

N = 0 and N =
ca� d

de
R� h

e
=

R0 � 1

e
R� h

e
. (7.25)

The last expression defines a line with slope (R0 � 1)/e that intersects the horizontal axis at
R = h/(R0 � 1). The consumer nullcline is therefore a slanted line with the same minimal
resource density R

⇤ = h/(R0 � 1) as the Monod saturated model (see Fig. 7.8).

Depending on the parameters, the resource nullcline can adopt two qualitatively di↵erent forms,
which can be revealed by a similar graphical construction as we performed for the sigmoid
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for catching resource one would have a situation where the per capita consumption e�ciency
declines with the consumer density, i.e., a 2-dimensional functional response f(R,N) for which
@N f() < 0. Predators that increase their feeding e�ciency, e.g., by hunting in groups, also
require a “predator-dependent functional response”, but with the property that @N f() > 0.
Arguing that predator are only expected to find prey located within their territory, Arditi and
Ginzburg (1989; 1992) proposed a ratio-dependent functional response, f(R/N), that is analyzed
in the exercises.

In ecology Beddington (1975) and DeAngelis et al. (1975) independently proposed a 2-
dimensional functional response by adding a term by which the consumers increase the saturation
constant, e.g.,

f(R,N) =
aR

h+ eN +R
, (7.22)

which is intuitively appealing because increasing the consumer density just increases the resource
density at which the consumption rate becomes half maximal, and because for e = 0 it simplifies
into the Monod saturated functional response (Abrams, 1994). The parameter e defines the
strength of the competition between the consumers, and setting e < 0 would deliver a function
where consumers help each other. For a large resource population Eq. (7.22) approaches

lim
R!1

aR

h+ eN +R
= a , (7.23)

showing that the interpretation of a remains the maximum amount of resource a consumer can
handle per unit of time.

Eq. (7.22) has also been used to describe the rate at which neutrophils kill bacteria (Malka et al.,
2012), and can be derived mechanistically for various types of transient interactions between cells
upon binding each other (De Boer & Perelson, 1995) using an extension of the Michaelis-Menten
approach (Borghans et al., 1996). In the exercises we will show that replacing a mass-action
interaction term, aXY , by this “double saturation” function, aXY

1+X/kx+Y/ky
, conveniently limits

the rate of this term when either X or Y becomes large. When either X ⌧ kx or Y ⌧ ky the
term simplifies into a conventional saturation function, when X ⌧ kx and Y ⌧ ky, the term
simplifies into the same mass-action process.

Because Eq. (7.22) appears to be quite general, we will study the nullclines of consumer-resource
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Constructing the R’=0 nullcline
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Figure 7.7: The two qualitatively di↵erent nullcline constructions of the Beddington consumer-resource
model. In Panel (a) we have set a/e < r and in (b) we consider r < a/e

into the Monod saturated functional response (Abrams, 1994). The parameter e defines the
strength of the competition between the consumers, and setting e < 0 would deliver a function
where consumers help each other. For a large resource population Eq. (7.22) approaches

lim
R!1

aR

h+ eN +R
= a , (7.23)

showing that the interpretation of a remains the maximum amount of resource a consumer can
handle per unit of time.

Eq. (7.22) has also been used to describe the rate at which neutrophils kill bacteria (Malka et al.,
2012), and can be derived mechanistically for various types of transient interactions between cells
upon binding each other (De Boer & Perelson, 1995) using an extension of the Michaelis-Menten
approach (Borghans et al., 1996). In the exercises we will show that replacing a mass-action
interaction term, aXY , by this “double saturation” function, aXY

1+X/kx+Y/ky
, conveniently limits

the rate of this term when either X or Y becomes large. When either X ⌧ kx or Y ⌧ ky

the term simplifies into a classical saturation function, when X ⌧ kx and Y ⌧ ky, the term
simplifies into the same mass-action process.

Because Eq. (7.22) appears to be quite general, we will study the nullclines of consumer-resource
models having this “Beddington” functional response,

dR

dt
= rR(1�R/K)� aRN

h+ eN +R

dN

dt
=

caRN

h+ eN +R
� dN . (7.24)

The consumer nullcline is obtained by setting dN/dt = 0 and finding the solutions

N = 0 and N =
ca� d

de
R� h

e
=

R0 � 1

e
R� h

e
. (7.25)

The last expression defines a line with slope (R0 � 1)/e that intersects the horizontal axis at
R = h/(R0 � 1). The consumer nullcline is therefore a slanted line with the same minimal
resource density R

⇤ = h/(R0 � 1) as the Monod saturated model (see Fig. 7.8).

Depending on the parameters, the resource nullcline can adopt two qualitatively di↵erent forms,
which can be revealed by a similar graphical construction as we performed for the sigmoid
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The last expression defines a line with slope (R0 � 1)/e that intersects the horizontal axis at
R = h/(R0 � 1). The consumer nullcline is therefore a slanted line with the same minimal
resource density R

⇤ = h/(R0 � 1) as the Monod saturated model (see Fig. 7.8).

Depending on the parameters, the resource nullcline can adopt two qualitatively di↵erent forms,
which can be revealed by a similar graphical construction as we performed for the sigmoid
functional response. The parabola in Fig. 7.7 is the logistic function L(R) = rR(1 � R/K),
having slope r in the origin. Plotting the predation term F (R,N) = aRN

h+eN+R
as a function of

R defines a family of curves depending on the consumer density N (see Fig. 7.7). The slope of
these functions in the origin is found by taking the derivative with respect to R:

@R F (R,N) =
aN

h+ eN +R
� aRN

(h+ eN +R)2
which for R = 0 yields

aN

h+ eN
. (7.26)

The slope in the origin therefore increases with the consumer density. Next, for large numbers
of consumers we observe that the predation term approaches

lim
N!1

aRN

h+ eN +R
=

a

e
R , (7.27)

showing that the predation term, F (R,N), approaches a slanted asymptote with slope a/e,
when it is plotted as a function of R (see Fig. 7.7).
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R = h/(R0 � 1). The consumer nullcline is therefore a slanted line with the same minimal
resource density R
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of consumers we observe that the predation term approaches
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showing that the predation term, F (R,N), approaches a slanted asymptote with slope a/e,
when it is plotted as a function of R (see Fig. 7.7).

a

e
< r

a

e
> r

rR

L(R) F(R,N)
dR

dt
= rR(1�R/K)� aRN

h+ eN +R
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>



Beddington functional response 

64 Functional response

(a)

R

L
(R

)
an

d
F
(R

,
N
)

0 K

a

e
R &

(b)

R

0 K

a

e
R

!

Figure 7.7: The two qualitatively di↵erent nullcline constructions of the Beddington consumer-resource
model. In Panel (a) we have set a/e < r and in (b) we consider r < a/e

into the Monod saturated functional response (Abrams, 1994). The parameter e defines the
strength of the competition between the consumers, and setting e < 0 would deliver a function
where consumers help each other. For a large resource population Eq. (7.22) approaches

lim
R!1

aR

h+ eN +R
= a , (7.23)

showing that the interpretation of a remains the maximum amount of resource a consumer can
handle per unit of time.

Eq. (7.22) has also been used to describe the rate at which neutrophils kill bacteria (Malka et al.,
2012), and can be derived mechanistically for various types of transient interactions between cells
upon binding each other (De Boer & Perelson, 1995) using an extension of the Michaelis-Menten
approach (Borghans et al., 1996). In the exercises we will show that replacing a mass-action
interaction term, aXY , by this “double saturation” function, aXY

1+X/kx+Y/ky
, conveniently limits

the rate of this term when either X or Y becomes large. When either X ⌧ kx or Y ⌧ ky

the term simplifies into a classical saturation function, when X ⌧ kx and Y ⌧ ky, the term
simplifies into the same mass-action process.

Because Eq. (7.22) appears to be quite general, we will study the nullclines of consumer-resource
models having this “Beddington” functional response,
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The last expression defines a line with slope (R0 � 1)/e that intersects the horizontal axis at
R = h/(R0 � 1). The consumer nullcline is therefore a slanted line with the same minimal
resource density R

⇤ = h/(R0 � 1) as the Monod saturated model (see Fig. 7.8).

Depending on the parameters, the resource nullcline can adopt two qualitatively di↵erent forms,
which can be revealed by a similar graphical construction as we performed for the sigmoid
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functional response. The parabola in Fig. 7.7 is the logistic function L(R) = rR(1 � R/K),
having slope r in the origin. Plotting the predation term F (R,N) = aRN
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as a function of

R defines a family of curves depending on the consumer density N (see Fig. 7.7). The slope of
these functions in the origin is found by taking the derivative with respect to R:
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which for R = 0 yields
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The slope in the origin therefore increases with the consumer density. Next, for large numbers
of consumers we observe that the predation term approaches

lim
N!1

aRN

h+ eN +R
=
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R , (7.27)

showing that the predation term, F (R,N), approaches a slanted asymptote with slope a/e,
when it is plotted as a function of R (see Fig. 7.7).

We therefore have to consider two cases. If a/e ⌧ r the predation functions will intersect the
logistic parabola only once. One therefore obtains a resource nullcline with a vertical asymptote
(see Fig. 7.7 and Fig. 7.8). Actually, when a/e ' r, this vertical asymptote can disappear
allowing the resource nullcline to intersect the vertical axis (not shown). If a/e � r there will
be one intersection point at low consumer densities, two intersections at intermediate numbers,
and no intersection points at high consumer numbers. This yields a truncated “parabola” similar
to that of the Monod-saturated model. Because the consumer nullcline can intersect either on
the left of the maximum, or on the right side, one obtains two qualitatively di↵erent phases
spaces (see Fig. 7.8b & c). The non-trivial steady states of Fig. 7.8a and b are stable because
the graphical Jacobian

J =

✓
� �
+ �

◆
, (7.28)

has a negative trace and positive determinant. In Fig. 7.8c the consumer nullcline intersects the
resource nullcline in its unstable part, and the Jacobian,

J =

✓
+ �
+ �

◆
, (7.29)
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the Paradox of enrichment by increasing the carrying capacity, K, of the resource starting with the stable
steady state of Fig. 7.8b (where a/e > r), and observe that enrichment results in a Hopf bifurcation,
where a stable limit cycle is born which ultimately has a very wide amplitude. Panel (b) illustrates that
increasing the consumer interference parameter, e, can take the unstable steady state of Fig. 7.8c through
a Hopf bifurcation, where the stable limit cycle dies. Panel (c) depicts the e↵ect of changing �. Figure
was made with the model beddington.R.
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(see Fig. 7.7 and Fig. 7.8). Actually, when a/e ' r, this vertical asymptote can disappear
allowing the resource nullcline to intersect the vertical axis (not shown). If a/e � r there will
be one intersection point at low consumer densities, two intersections at intermediate numbers,
and no intersection points at high consumer numbers. This yields a truncated “parabola” similar
to that of the Monod-saturated model. Because the consumer nullcline can intersect either on
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has a negative trace and positive determinant. In Fig. 7.8c the consumer nullcline intersects the
resource nullcline in its unstable part, and the Jacobian,

J =

✓
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◆
, (7.29)

can have a positive trace when the local positive feedback of the resource onto itself exceeds
the negative feedback of the consumer onto inself. The limit cycle that is approached by the
trajectory shown in Fig. 7.8c confirms that the trace can become positive, and shows that this
model can have very similar periodic behavior as the Monod and sigmoid-saturated models.

Bifurcations of the Beddington model

Note that the monotonically declining “Beddington saturated” resource nullcline in the phase
plane of Fig. 7.8a, that is obtained when a/e < r, is not very di↵erent from the “Monod
saturated” nullcline in Fig. 7.2d and the “sigmoid saturated” resource nullcline in Fig. 7.5d,
which were both obtained by limiting the e↵ect of the consumer by taking a high saturation
constant h (e.g., setting h ' K). In the first phase plane of the Beddington model, Fig. 7.8a, the
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trajectory shown in Fig. 7.8c confirms that the trace can become positive, and shows that this
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plane of Fig. 7.8a, that is obtained when a/e < r, is not very di↵erent from the “Monod
saturated” nullcline in Fig. 7.2d and the “sigmoid saturated” resource nullcline in Fig. 7.5d,
which were both obtained by limiting the e↵ect of the consumer by taking a high saturation
constant h (e.g., setting h ' K). In the first phase plane of the Beddington model, Fig. 7.8a, the



Beddington functional response 
66 Functional response

(a)

K

N̄

0

(b)

e

N̄

0
0

(c)

�

0
0

Figure 7.9: Bifurcation diagrams of the Beddington consumer-resource model. In Panel (a) we study
the Paradox of enrichment by increasing the carrying capacity, K, of the resource starting with the stable
steady state of Fig. 7.8b (where a/e > r), and observe that enrichment results in a Hopf bifurcation,
where a stable limit cycle is born which ultimately has a very wide amplitude. Panel (b) illustrates that
increasing the consumer interference parameter, e, can take the unstable steady state of Fig. 7.8c through
a Hopf bifurcation, where the stable limit cycle dies. Panel (c) depicts the e↵ect of changing �. Figure
was made with the model beddington.R.

We therefore have to consider two cases. If a/e ⌧ r the predation functions will intersect the
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(see Fig. 7.7 and Fig. 7.8). Actually, when a/e ' r, this vertical asymptote can disappear
allowing the resource nullcline to intersect the vertical axis (not shown). If a/e � r there will
be one intersection point at low consumer densities, two intersections at intermediate numbers,
and no intersection points at high consumer numbers. This yields a truncated “parabola” similar
to that of the Monod-saturated model. Because the consumer nullcline can intersect either on
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can have a positive trace when the local positive feedback of the resource onto itself exceeds
the negative feedback of the consumer onto inself. The limit cycle that is approached by the
trajectory shown in Fig. 7.8c confirms that the trace can become positive, and shows that this
model can have very similar periodic behavior as the Monod and sigmoid-saturated models.

Bifurcations of the Beddington model

Note that the monotonically declining “Beddington saturated” resource nullcline in the phase
plane of Fig. 7.8a, that is obtained when a/e < r, is not very di↵erent from the “Monod
saturated” nullcline in Fig. 7.2d and the “sigmoid saturated” resource nullcline in Fig. 7.5d,
which were both obtained by limiting the e↵ect of the consumer by taking a high saturation
constant h (e.g., setting h ' K). In the first phase plane of the Beddington model, Fig. 7.8a, the
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Figure 7.9: Bifurcation diagrams of the Beddington consumer-resource model. In Panel (a) we study
the Paradox of enrichment by increasing the carrying capacity, K, of the resource starting with the stable
steady state of Fig. 7.8b (where a/e > r), and observe that enrichment results in a Hopf bifurcation,
where a stable limit cycle is born which ultimately has a very wide amplitude. Panel (b) illustrates that
increasing the consumer interference parameter, e, can take the unstable steady state of Fig. 7.8c through
a Hopf bifurcation, where the stable limit cycle dies. Panel (c) depicts the e↵ect of changing �. Figure
was made with the model beddington.R.

e is increased. Increasing e decreases the steepness of the consumer nullcline, making it more
likely to intersect in the stable part of the resource nullcline. Note that further increasing e will
ultimately violate the condition, a/e > r. Thus, at some value of e, the consumer nullcline will
change from its non-monotonic shape to a monotonically declining nullcline (like in Fig. 7.8a).
Since this does not change the properties of the steady state, i.e., this is not a bifurcation, this
change is not reflected in the bifurcation diagram of Fig. 7.9b. Finally, we study the e↵ect of
the consumer death rate, �, in Fig. 7.9c, and observe the same Hopf bifurcation, and that we
now have a reasonable range of death rates where the non-trivial steady state is stable. Thus,
slanting the consumer nullcline to the right by intra-specific competition allows for a wider range
of parameters where the steady state is stable.

The total quasi steady state assumption

The 2-dimensional functional response of Eq. (7.23) can be derived by an extension of the
conventional Michaelis-Menten QSSA (Huisman & De Boer, 1997). Following the “total” QSSA
of Borghans et al.(1996), we now split both the resource, R, and the consumers, N , into a
subpopulation, C, when they form a complex, and a free subpopulation, FR or FN . Thus, we
now write conservation equations for both the consumer and the resource, N = FN + C and
R = FR + C. To describe the consumers catching and handling resource we again write

dC

dt
= aRFNF � hC or

dC

dt
= a(R � C)(N � C) � hC , (7.31)

where a is the attack rate at which the free consumers catch resource, and 1/h is the time
required to handle and kill the resource. By the QSSA dC/dt = 0 we have to solve C from the
quadratic equation

aC
2 � C(aR + aN + h) + aRN = C

2 � C(R + N + h
0) + RN = 0 , (7.32)

where h
0 = h/a, which for small C can be simplified into

C =
RN

h0 + R + N
, (7.33)
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Figure 7.9: Bifurcation diagrams of the Beddington consumer-resource model. In Panel (a) we study
the Paradox of enrichment by increasing the carrying capacity, K, of the resource starting with the stable
steady state of Fig. 7.8b (where a/e > r), and observe that enrichment results in a Hopf bifurcation,
where a stable limit cycle is born which ultimately has a very wide amplitude. Panel (b) illustrates that
increasing the consumer interference parameter, e, can take the unstable steady state of Fig. 7.8c through
a Hopf bifurcation, where the stable limit cycle dies. Panel (c) depicts the e↵ect of changing �. Figure
was made with the model beddington.R.

e is increased. Increasing e decreases the steepness of the consumer nullcline, making it more
likely to intersect in the stable part of the resource nullcline. Note that further increasing e will
ultimately violate the condition, a/e > r. Thus, at some value of e, the consumer nullcline will
change from its non-monotonic shape to a monotonically declining nullcline (like in Fig. 7.8a).
Since this does not change the properties of the steady state, i.e., this is not a bifurcation, this
change is not reflected in the bifurcation diagram of Fig. 7.9b. Finally, we study the e↵ect of
the consumer death rate, �, in Fig. 7.9c, and observe the same Hopf bifurcation, and that we
now have a reasonable range of death rates where the non-trivial steady state is stable. Thus,
slanting the consumer nullcline to the right by intra-specific competition allows for a wider range
of parameters where the steady state is stable.

The total quasi steady state assumption

The 2-dimensional functional response of Eq. (7.23) can be derived by an extension of the
conventional Michaelis-Menten QSSA (Huisman & De Boer, 1997). Following the “total” QSSA
of Borghans et al.(1996), we now split both the resource, R, and the consumers, N , into a
subpopulation, C, when they form a complex, and a free subpopulation, FR or FN . Thus, we
now write conservation equations for both the consumer and the resource, N = FN + C and
R = FR + C. To describe the consumers catching and handling resource we again write

dC

dt
= aRFNF � hC or

dC

dt
= a(R � C)(N � C) � hC , (7.31)

where a is the attack rate at which the free consumers catch resource, and 1/h is the time
required to handle and kill the resource. By the QSSA dC/dt = 0 we have to solve C from the
quadratic equation

aC
2 � C(aR + aN + h) + aRN = C

2 � C(R + N + h
0) + RN = 0 , (7.32)

where h
0 = h/a, which for small C can be simplified into

C =
RN

h0 + R + N
, (7.33)

where h′￼ =
h
a



Neutrophils killing bacteria

research article

 The Journal of Clinical Investigation   http://www.jci.org   Volume 122   Number 8   August 2012 3005

interpatient variability in neutrophil functionality with autologous 
sera alone led to vast differences in the response to different levels 
of bacterial influx. Even with G-CSF support, P4-treated could not 
overcome a bacterial influx of 300 CFU/ml/h (Figure 4B); impor-
tantly, as described above, some septicemic patients demonstrate 
blood B of 102–103 CFU/ml (14–17). Conversely, P1-treated over-
came a 350-fold increase of this influx (Figure 4C). Put differently, 
for a given neutropenic profile, the patient’s neutrophil function-
ality determined the critical bacterial influx above which severe 
infections developed. It was previously shown that in general, this 
critical bacterial influx depends sensitively on N, neutrophil func-
tionality, and bacterial growth rates (12). Here, we demonstrated 
that with the recorded interpatient variability, this critical value 
changed by at least 2 orders of magnitude. We concluded that this 
phenomenon is dramatic and is expected to be clinically observable.

The above results applied to neutropenic patients with neu-
trophil counts close to the medical threshold value of 500 ! 103 
neutrophils/ml (Figure 4A). Simulations of the same model with 
noncritical neutropenic profiles do not exhibit such parameter 
sensitivity (12). Indeed, when the neutrophil nadir counts were far 
above (270% increase) or far below (28% decrease) the threshold 
value, all patients eventually recovered or rapidly developed acute 
infections, respectively.

Discussion
Here, the bistable model was shown to provide an organizing 
structure relating neutropenia-associated conditions, neutrophil 
dysfunctions, and bacterial influx. It fully explained the current 
knowledge of in vitro bacteria-neutrophil dynamics and was cor-
roborated by our experimental data. Using a mathematical model, 
we examined the clinical implications of these findings on infec-

tion development in neutropenic patients and in patients with 
malfunctioning neutrophils. We propose that all major clinical 
observations regarding the development of infections in neutro-
penic patients are consistent with our model.

First, the severity and duration of the neutropenic nadir are 
known to be correlated with increased risk of infection (1, 18). The 
existence of the BNC indicates that the severity and duration of 
the nadir directly influence the likelihood of developing a severe 
infection, thus explaining the observed correlation.

Second, at some ranges of nadir levels and nadir durations, the 
risk of infection greatly increases (1, 18). For these near-critical 
ranges, there was strong interpatient variability in infection devel-
opment. Our model provided a mechanism for handling such 
variability: the interpatient variability in neutrophil function led 
to variability in the individual critical Nc and thus to strong vari-
ability in infection development among patients with similar neu-
tropenic profiles.

Third, sterility and isolation are known to reduce the risk of 
infection in some neutropenic patients (19, 20). In our in vivo 
model, the barriers’ integrity and the sterility conditions influ-
enced one combined parameter: bacterial influx. Occasional con-
tamination appears as a local sudden change in B. The existence 
of the BNC may explain the sensitivity of neutropenic patients to 
occasional contamination, hence the need for isolation. Aseptic 
conditions help to keep the bacterial load below this critical curve. 
Occasional large bacterial contamination may push the bacterial 
load above the BNC and lead to a severe infection. The shift of 
this curve to higher N values when bacterial influx is incorporated 
(12) explains the importance of sterile conditions for neutropenic 
patients. This shift means that the same occasional contamination 
that may be kept under control under sterile conditions would lead 

Figure 2
Sign diagrams. At each initial experimental 
data point [B(0),N], we indicate whether 
the !nal bacterial population in each of the 
2 duplicates after 60 minutes has a larger 
or smaller value than the initial one (+ or O, 
respectively). As each initial data point cor-
responds to 2 experiments (duplicates; see 
Methods), 2 symbols are plotted for each 
point. Points with 2 different signs appear 
near the BNC, where small experimental 
deviations between the duplicates may 
lead to opposite outcomes. (A) A slanted 
line (here in log scale) divided the sym-
bols better than a vertical line (n = 78). (B)  
S. epidermidis data (n = 34), adopted 
from ref. 10. (C and D) Addition of the BNC 
(black curve), determined from the !tted 
mathematical model of Equation 3 and 
Table 2 (the dashed BNC curve of Figure 
1D in a logarithmic plot). The entire data 
set (n = 86) is presented in C, and the sin-
gle subject P1 (n = 22) in D, with the extent 
of increase/decrease (i.e., magnitude of 
Y = log[B(60 minutes),N/B(0)]) shown by 
color. As expected, near the BNC, the rates 
were close to 0 (greenish symbols).
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The 6-parameter model shown in Equation 1 is consistent with reason-
able biological assumptions regarding the in vitro behavior of bacteria 
under the attack of neutrophils (11).

    (Equation 1)

All parameters (r, !, ", #, $, %, and s) were assumed to be non-negative. The first 3 
parameters govern the natural dynamics of the bacteria: r and ! control the nat-
ural linear growth and death rates of the bacteria, respectively, and " controls 
the natural saturation of the bacterial growth rate at high concentrations. The 
other 3 parameters control bacteria killing by neutrophils: # is the neutrophils’ 
bacterial killing rate at low concentrations, and $ and % control the saturation 
and interference in the killing rate, respectively, as B and N increase. Finally, s 
corresponds to the bacterial influx from the environment; thus, it is set to 0 in 
the current setting of the in vitro experiment. For small s, this model is bistable 
in the case of Equation 2, and monostable when the inequality is reversed. 

    (Equation 2)

See ref. 12 for further details on this and other related models.
Below, we describe the process of fitting the parameters of this model to 

the data. We had 2 types of data sets: one corresponding to natural growth 
curves, and the other corresponding to bacteria-neutrophil dynamics. We 
first estimated the parameters associated with the natural bacterial dynam-
ics, then used the bactericidal experiments with non-0 N values to find the 
parameters of the killing term.

Using the first data sets, we found that the bacteria exhibited roughly 
exponential growth (" = 0), with an estimated growth rate &aureus (i.e., r – d) 
of 0.027 (see below; for data from ref. 10, we used the authors’ estimate for 
the exponential growth rate &epidermis of 0.013). Using these values in Equa-
tion 1, we arrived at the 3-parameter model shown in Equation 3, in which 
# > &% (note that this natural condition emerged from the fitting and was 
not posed as a constraint).

    (Equation 3)

For $ greater than 0, this model exhibits the bistable behavior, and its BNC 
is a ray with slope (# – &%)/&$, which emanates from Nc of &/(# – &%). We 
fit the data from the bactericidal experiments to 3 different variants of the 
model shown in Equation 3. The first variant was achieved by setting $ and 
% at 0 and fitting the single parameter #. This linear variant was just the 
neutrophil-threshold model dB/dt = &B − #NB, with the vertical BNC. The 
second variant was achieved by setting % at 0 and fitting the 2 parameters 
# and $ — a model admitting a BNC with a positive slope that does not 
incorporate the neutrophil interference effect. Finally, in the third variant, 
all 3 parameters, #, $, and %, were fitted to the data.

In Supplemental Methods and Supplemental Figure 1, we compared in 
detail the goodness of fit of these 3 variants and their prediction error dis-
tributions. The model in which the kill term has saturation in both bacte-
ria and neutrophil populations was superior to the others. We rejected the 
null hypothesis of equal distributions of the errors with P values of 0.05 
using Kolmogorov-Smirnov and Mann-Whitney-Wilcoxon nonparametric 
tests (33). Thus, we concluded that the inclusion of neutrophil saturation 
in the kill term (i.e., interference) is indeed significant.

Figure 5 presents an example of the quality of the fit. The parameter-
ized model provided a good fit to the experimental data set for patient P1. 
Similar fits were achieved in all other cases.

Figure 2, C and D, show the BNCs of the parameterized model embed-
ded in the corresponding sign diagrams. The BNCs of the fitted models 
divided the increasing and decreasing data points with success rates of 
80%–90%, much better than the nearly random success rates of the verti-
cal and negative slope line classifiers. In fact, these were similar to the 
success rates of the best classifiers that were found by optimizing the 
sign test. Moreover, all misclassified points (i.e., + to the right/below or 
O to the left/above the BNC) had trend magnitudes close to 0. Measure-
ment errors could explain these mismatches. Notably, this separation 
was an emerging property of the model, achieved with no optimization 
with regard to classifying the data points nor by specific constraints on 
the parameters.

Although other explicit mathematical forms might provide a better fit 
to the experimental data and to the classification problem, Figure 5 and 
the emerging classification property demonstrated that the fitted model 
(Equation 3) was adequate for describing the available data sets.

Mathematical model for the severe chemotherapy–induced neutropenia sce-
nario. To produce Figure 4, the model in Equation 4 (see refs. 12, 13) 
was used to calculate N(t) and G-CSF concentration [G(t)] in blood, 
and thus the bacterial load [B(t)], for hypothetical patients with severe 
prolonged neutropenia.

    (Equation 4)

Note that the equations for G(t) and N(t) do not depend on B(t): it was 
assumed that the neutropenia is so severe that neutrophil and G-CSF 
dynamics are externally controlled. Neutrophil influx depends on both 
chemotherapy and G, the latter of which was mainly controlled here by 
the pharmacokinetics of G-CSF injections. See Equation 2 and Supple-
mental Table 1 for the functional form of IN,G(t) and the parameters used 
in Equation 4.

To produce Figure 4, B–D, bacterial dynamics parameters were taken 
from Table 2 with constant s of 5, 1,966, and 2,000 CFU/ml/min, respec-
tively (note that rates in Equation 4 are per minute). This model allows N 
in the tissue to immediately equilibrate with the blood levels and assumes 
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