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What will your learn today?

To work with a saturated functional response.

The humped prey nullcline.

To understand the nature of oscillations.

A new R0 of the predator.



Number of prey eaten per predatorThree Holling functional responses
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Plotting the number of prey eaten per predator as a function
of the prey density R.

f(R) = aR , f(R) =
aR

h + R
and f(R) =

aR2

h2 + R2

From your reader
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At some prey density the predator should become satiated,
and/or become limited by the time to handle all the prey

3

Lotka Volterra today



LV-model has a linear functional responseNullclines in phase space
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Nullclines in phase space
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Holling’s secretary: handling sand paper discs

Holling’s secretary: sand paper discs

y = atx and t = T � by gives y =
aTx

1 + abx
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Holling’s secretary: handling sand paper discs

Holling’s secretary: sand paper discs

y = atx and t = T � by gives y =
aTx

1 + abx
38

which is a general Hill function.

α=T/b is total/handling time (max number of prey)
h=1/(ab) involves handling and searching times

TR = �1

�

SARS epidemic:

dI

dt

= [� � �]I

with R0 = 3, and � = 1.5 and � = 0.5 per week

dS

dt

= rS(1� S/K)� �SI and

dI

dt

= �SI � �I

y = atx and t = T � by gives y =

aTx

1 + abx
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Monod functional response (type II)
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Type II functional response

Predatory stinkbug (Podisus maculiventris) in the lab feeding
on larvae of Mexican bean beetle.

Fitted to: y = aTR
1+aThR where a is attack rate, T = 14 h is

total time, and Th = 0.9 h is handling time.
39



Linear functional response (type I)
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Type I functional response

Simplest type I response, y = ax + b, where b is due to other
prey (mosses).

Brown lemmings (Lemmus sibericus) foraging monocot in
artic tundra.

From: Batzli et al., Oikos, 1981, 37: 112-116.

From: Wiedenmann & O’Neil, Environ. Entomol., 1991, 20: 610-614.
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Holling’s functional responses
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From: 
Smith & Smith
Elements of 

Ecology



Holling’s functional responses
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From: 
Smith & Smith

Elements of Ecology

European kestrel on Microtis vole (a),
weasels on rodents in forests in Poland (b), 

and warblers on spruce budworm larvae (c). 



Today: three formal functional responses
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Three Holling functional responses
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Plotting the number of prey eaten per predator as a function
of the prey density R.

f(R) = aR , f(R) =
aR

h + R
and f(R) =

aR2

h2 + R2

From your reader
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Monod predator prey model

Monod predator prey model

dR

dt
= rR(1�R/K)�

aNR

h + R

dN

dt
=

caNR

h + R
� dN

No R0 of the prey, predator: R0 = ca
d .

With logistic prey growth, alternative would be:

dR

dt
= bR� �R(1 + R/k)�

aNR

h + R

with an R0 = b/�.
44

No R0 of the prey. 
For the predator we take R0 = ca/d, 

which is realized at large prey densities.
(instead of R0 = caK/[d(h+K)])



Nullclines
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Nullclines

To sketch the nullclines we write dR/dt = 0 to find

R = 0 and N = (r/a)(h + R)(1�R/K)

where the latter describes a parabola that equals zero when
R = �h and R = K.

For the predator nullcline we write dN/dt = 0 to find

N = 0 or R =
h

ac/d� 1

which are horizontal and vertical lines in the phase space.
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Nullclines
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Nullclines

0 K

R

N

    0

(a)

R

N

Kh
R0�1 Time

0

N

R

(d)

Time
P
o
p
u
la

ti
o
n

si
ze

Predator nullcline on the right side of top parabola

From your reader.
46

Predator nullcline on the right slope of parabola:
Stable steady state



Nullclines
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Predator nullcline on the left slope of parabola:
Unstable steady state & stable limit cycle

Nullclines (2)
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From your reader.
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Paradox of enrichment

Increasing the prey’s carrying capacity increases the 
predator’s steady state level

Paradox of enrichment
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Paradox of enrichment: bacterial food chainExperimental food chain of bacteria

� Prey alone

� Prey with predator

� Predator

The e�ect of nutrients on the density of the prey Serratia marcescens

growing on its own (b: filled squares); and on that of the prey Serratia

(a: open circles) growing with a predator Colpidium striatium (a: closed

circles). From: Kaunzinger.n98.

50

(b): The effect of nutrients on the density of prey 
(a): The same for prey (a: open circles) and a predator (a: closed circles). 

From: Kaunzinger et al. Nature 1998.

Serratia marcescens

Serratia marcescens

Colpidium striatium



Enrichment leads to destabilization

Steady state goes from stable spiral to unstable spiral
Hopf bifurcation

Paradox of enrichment
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Population cycles: periodic behavior

From Campbell



Algae zooplankton oscillations

Daphnia (blue triangles) and their edible algal prey (green squares) 
in four nutrient-rich systems. From: McCauley et al, Nature, 1999



Resource flows in and out by chemostat, Bacteria consume resource 
by a Monod function, and have an autocatalytic production of a toxin.

See question 4.3 (and the GRIND files toxin.grd and toxin.txt)

cells mlK1) at which time they were diluted 10-fold in THY

broth and regrown to OD600w0.3. Aliquots of 100 ml of these
regrown cultures were inoculated into 20 ml of THY broth in

the chemostat vessels for an initial density of approximately

1!106 cells mlK1. The chemostat vessels (tubes) were

incubated at 358C in a water bath. A peristaltic pump

maintained a constant flow of fresh media at a rate of 2 ml per

hour, which is the same rate at which the waste, excess

resources and live or dead cells were removed from the vessel.

The chemostat cultures were agitated and aerated by a

vacuum-induced bubbling of filter-sterilized air. The samples

were taken by removing approximately 500 ml directly from

the chemostat vessel. Viable cell densities (CFU) were

estimated by serially diluting the samples in 0.85 per cent

saline and plating on tryptic soy agar containing 5 per cent

sheep blood. The experiments with low densities of

S. pneumoniae were performed in chemostats with a reservoir

containing THYand 0.85 per cent saline in a ratio of 1 : 28.

(d) Bioassay for toxin

To test for the presence and relative concentration of a toxin,

samples taken at different times were centrifuged for 2 min at

13 000g, and then the supernatant was stored at K208C. No

CFUs were observed when 100 ml samples of the centrifuged

supernatants were plated on tryptic soy agar with 5 per cent

sheep blood, indicating that the supernatants were cell free.

Between 1.5 and 2.0 ml of these supernatants were spotted

onto soft-agar THY lawns of target bacteria on a base of

Mueller–Hinton (hard) agar. These lawns were prepared by

growing S. pneumoniae R6 or other strains of this or other

species of streptococci in THY to an OD600w0.3 nm and

adding 100 ml to 4 ml of soft agar at approximately 558C
(approx. 5!106 cells mlK1). The plates containing the

supernatant-spotted lawns were scored after 24 hours of

incubation at 358C in a CO2 incubator. To test whether the

zones of inhibition on the agar were due to replicating phage,

the material from zones of inhibition was added to fresh soft

agar with S. pneumoniae and transferred to new lawns. No

plaques were observed.

To ascertain whether the toxin was hydrogen peroxide

(H2O2), we added approximately 5000 units of catalase

(Worthington Biochemical) to 3 ml of soft agar used for the

lawns, or incubated the supernatants from the chemostats for

30 min with 5000 units catalase before spotting. To determine

whether the toxin had a protein nature, we incubated the

supernatant at 55, 65 and 758C for 30 min before assaying its

activity. Also, prior to assaying for activity, the supernatant was

treated for 30 min at 378C with proteinase K at a final

concentration of 1.5 mg mlK1. Initial screening to determine

the size range of the putative protein toxin was performed using

membrane centrifugal filters (MicroconTM) with cut-offs of 3,

10, 30 and 50 kDa following the manufacturer’s protocols.

(e) Numerical analysis (simulations)

Numerical solutions to the differential equations of our

models (simulations) were programmed in R (a free software

environment for statistical computing) and/or BERKELEY

MADONNA. The codes for these simulations are available

on www.eclf.net.

3. RESULTS
We open this paper with the serendipitous observation that
motivated this investigation, profound oscillations in the
density of S. pneumoniae R6 in a chemostat (figure 1a).
Similar observations were obtained with all three clinical
isolates of S. pneumoniae that we examined (figure 2a).
These dramatic oscillations in colony-forming units
(CFU) are also apparent from changes in the optical
density (OD620 nm) in these cultures. If these bacteria
were killed but not did lyse, the OD of the chemostat
would be expected to roughly halve every 6.9 hours at the
flow rate employed (0.1 per hour) and the culture would
remain turbid for more than 24 hours. Instead, we
observed a complete loss of turbidity over roughly
10 hours, which we interpret as evidence that the decline
in the CFU estimates of density in these chemostats can be
attributed to the bacteria lysing.

By spotting the supernatants of centrifuged samples on
soft-agar lawns of S. pneumoniae R6 (see §2), we assayed
for the presence of an exogenous agent released by the
bacteria, a ‘toxin’, that could account for the declines in
the densities. The results of these assays were positive;
zones of inhibition were observed (figure 1b). Based on the
clarity of the zone, the concentration of this toxin appears
to reach an apex shortly after the bacteria reach their
maximum density (figure 1b).

In an effort to better understand the population
dynamic mechanisms responsible for the observed oscil-
lations in density and the conditions under which these
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Figure 1. Streptococcus pneumoniae R6 in chemostat culture. (a) Cell density estimated from colony-forming units (CFU mlK1).
(b) Supernatant taken at different times during the course of a cycle spotted onto soft-agar lawns of exponentially growing
S. pneumoniae R6. (c) (i) Catalase, (ii) heat-treated and (iii) proteinase K (protease)-treated supernatants on lawns of
exponentially growing S. pneumoniae R6. Unless otherwise noted, this and the other chemostats in this study were maintained at
a dilution rate of approximately 0.1 per hour in the Todd–Hewitt broth plus 0.5% yeast extract (THY).
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oscillations would occur, we developed a simple model
of these population dynamics. In this model, R is
the concentration of a limiting resource (mg mlK1),
B is the density of the bacteria (cells per ml) and T is
the concentration of the toxin (arbitrary units per ml). We
assume a Monod (1949) model for resource concen-
tration-dependent growth of the bacteria, J(R)ZvR/
(RCK ), where v is the maximum growth rate of the
bacteria (per hour) and K is the concentration of the
resource at which the bacteria are growing at half their
maximum rate (mg mlK1). The limiting resource from a
reservoir where it is maintained at a concentration of C
(mg mlK1) enters a vessel of unit volume (1 ml) at a constant
rate w (per hour), which is the same rate at which excess
resources, bacteria and toxin are removed. The bacteria
take up the resource at a rate proportional to their density,
growth rate and a conversion efficiency parameter, e (mg)
(Stewart & Levin 1973). In addition to being washed out
with the flow, the toxin decays at a rate d (per hour).

The toxin kills the bacteria at a rate equal to the
product of its concentration, the bacterial density and a
constant x. We assume that the toxin is produced at a rate
proportional to the product of its concentration, the
density of bacteria and a constant y. Our biological
justification for including the concentration of the toxin
in its rate of production is the observation that other
known secreted products in S. pneumoniae, such as the
quorum-sensing peptide responsible for the induction of
competence in S. pneumoniae, the competence-stimulating
peptide (CSP) and the bacteriocin-like protein (BLP),
involve a positive feedback (autocatalysis) between the
concentration of these agents and their production
(Havarstein et al. 1995, 1996; Pestova et al. 1996;
de Saizieu et al. 2000; Berge et al. 2002).

With these definitions and assumptions, the rates of
change in the density of bacteria and concentration of the
resource and toxin are given by

dR

dt
ZwðCKRÞKJðRÞBe; ð3:1Þ

dB

dt
ZJðRÞBKxBTKwB; ð3:2Þ

dT

dt
Z yBTKdTKwT : ð3:3Þ

The density of bacteria that are killed by the toxin, D, is
calculated from a fourth differential equation,

dD

dt
Z xBTKwD: ð3:4Þ

To illustrate the properties of this model, we use
numerical solutions to these differential equations. The
growth rate parameter v used in these simulations is in the
range estimated for S. pneumoniae R6 in the THY broth.
The rate of flow, w, corresponded to that used in our
experiments. The value of the Monod constant, K, is
similar to that estimated for Escherichia coli in a glucose-
limited minimal medium. For the maximum density (as
determined by C and e), the toxin killing and production
constants (x and y) and the toxin decay rate (d ), we
employed values that would produce the period and
amplitude of the oscillations (figure 3a) similar to that
observed in our experiments (figure 1a).

For an analytical understanding of the properties of this
model and a dynamic summary of its properties, see the
electronic supplementary material. The central point of
this analysis is straightforward and interesting. Most
importantly, this analysis shows that the resource concen-
tration, C, and conversion efficiency, e, are not only the
primary determinants of maximum population density but
also control the dynamical behaviour of this system. To
examine the transition between the different dynamic
behaviours, we let ahev(dCw)/wyC, bhv/w (note that
necessarily bO1) and fh(dCw)/w (with khK/C/1,
typically kw10K2–10K5 holding for the different
dynamics considered below). In accord with our analysis
if and only if bOa (with the parameters used in figure 3,
this corresponds to CO50), there exists a ‘three-species’
equilibrium with R, B and T all present. There is a very
sharp transition in the dynamical behaviour when az1;
and for a!1 (i.e. CO500), the oscillations generated
decay very slowly (of the order of 105 hours, with
parameters and initial values of the variables employed
in our simulations; figure 3a). For bOaO1, conditions
that would be obtained when C is lower (300 mg mlK1),
the oscillations are strongly damped (figure 3b).

To test the validity of the model’s prediction that the
oscillations would be damped if the cell density is lower,
we inoculated S. pneumoniae R6 into a chemostat with the
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Figure 2. (a) Clinical isolates show oscillatory dynamics that qualitatively resemble those obtained with the laboratory strains
(black triangles, PMEN-18; grey squares, PMEN-6; grey circles, PMEN-20). The source of these and other strains used in this
study are listed in table 1. (b) Cross activity of supernatants among different strains. Spot assays performed on lawns
(backgrounds) of the laboratory strain R6, and three clinical isolates (PMEN-18, PMEN-6 and PMEN-20). The supernatant
from single-clone chemostats of S. pneumoniae: (i) R6 (1), (ii) PMEN-6 (4), (iii) PMEN-20 (2) and (iv) PMEN-18 (3), and
tested on lawns of each cell line.
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Oscillations in continuous culture populations of
Streptococcus pneumoniae: population dynamics

and the evolution of clonal suicide
Omar E. Cornejo1, Daniel E. Rozen1,2, Robert M. May3 and Bruce R. Levin1,*

1Department of Biology, Emory University, Atlanta, GA 30322, USA
2Department of Life Sciences, University of Manchester, Manchester M13 9PL, UK

3Department of Zoology, University of Oxford, Oxford OX1 3PS, UK

Agents that kill or induce suicide in the organisms that produce them or other individuals of the same
genotype are intriguing puzzles for ecologists and evolutionary biologists. When those organisms are
pathogenic bacteria, these suicidal toxins have the added appeal as candidates for the development of
narrow spectrum antibiotics to kill the pathogens that produce them. We show that when clinical as well as
laboratory strains of Streptococcus pneumoniae are maintained in continuous culture (chemostats), their
densities oscillate by as much as five orders of magnitude with an apparently constant period. This
dynamic, which is unanticipated for single clones of bacteria in chemostats, can be attributed to
population-wide die-offs and recoveries. Using a combination of mathematical models and experiments
with S. pneumoniae, we present evidence that these die-offs can be attributed to the autocatalytic
production of a toxin that lyses or induces autolysis in members of the clone that produces it. This toxin,
which our evidence indicates is a protein, appears to be novel; S. pneumoniae genetic constructs knocked
out for lytA and other genes coding for known candidates for this agent oscillate in chemostat culture.
Since this toxin lyses different strains of S. pneumoniae as well as other closely related species of
Streptococcus, we propose that its ecological role is as an allelopathic agent. Using a mathematical model, we
explore the conditions under which toxins that kill members of the same clone that produces them can
prevent established populations from invasion by different strains of the same or other species. We
postulate that the production of the toxin observed here as well as other bacteria-produced toxins that kill
members of the same genotype, ‘clonal suicide’, evolved and are maintained to prevent colonization of
established populations by different strains of the same and closely related species.

Keywords: evolution; chemostats; Streptococcus pneumoniae; allelopathy; population dynamics;
mathematical models

1. INTRODUCTION
From an ecological and evolutionary perspective, it is not
at all surprising that bacteria produce toxic agents that kill
other species (Wiener 1996) or genetically different clones
of the same species (Riley & Gordon 1999; Czaran et al.
2002; Riley & Wertz 2002). More interesting evolution-
arily are the toxins produced by bacteria that kill or induce
suicide (apoptosis and autolysis) in genetically identical
members of their own species. Included among these
agents are the murein hydrolases and the choline-binding
proteins responsible for autolysis and allolysis in Strepto-
coccus pneumoniae (Steinmoen et al. 2002, 2003; Moscoso
& Claverys 2004; Guiral et al. 2005), and the proteins
produced by sporulation-committed Bacillus subtilis that
kill non-committed members of the same genotype
(Gonzalez-Pastor et al. 2003; Ellermeier et al. 2006;
Claverys & Havarstein 2007).

Three general classes of hypotheses have been pre-
sented for the selection pressures responsible for the
evolution and maintenance of mechanisms that are lethal
to members of the same genotype. One has been likened

to cannibalism, where the killed cells provide nutrients

which in times of dearth enable the population at large to

survive (Claverys & Havarstein 2007). A variant of this

cannibalism hypothesis has been proposed for B. subtilis,
wherein the nutrients released by killed cells enable the

remaining ‘killer’ cells to postpone the terminal commit-

ment to sporulation, an energetically costly process that

delays vegetative growth until new resources become

available (Gonzalez-Pastor et al. 2003). In the second class

of hypothesis, gastronomy is not the reason for killing

one’s own, but rather the acquisition of genetic infor-

mation via transformation (a more intellectual goal?). In

accord with this hypothesis, killing members of one’s own

genotype is coincidental to the lysis of bacteria of the same

or related species which may carry genes that provide an

advantage to the killer population, perhaps by enabling

them to invade new habitats or survive environmental

stresses such as antibiotics (Claverys & Havarstein 2007;

Claverys et al. 2007). The third class of hypothesis of

which we are aware considers lysis to be a stress response,

which promotes the release of virulence factors (Pinas

et al. 2008). Presumably, these factors would facilitate the

ability of the surviving members of the killer population to

colonize susceptible hosts.

Proc. R. Soc. B

doi:10.1098/rspb.2008.1415
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Circadian rhythm: rodent running

Entrainment to external light

From: Campbell

From: YouTube



Belousov Zhabotinsky reaction

Potassium bromate, cerium (IV) sulfate, propanedioic acid and citric acid in dilute 
sulfuric acid. The ratio of the cerium (IV) and cerium (III) ions oscillates, causing 

the color of the solution to oscillate between yellow colorless. 

From: YouTube



Various biological rhythms

Rhythm Period
Neurons 0.01 to 10 sec

Heart 1 sec
Cell division 10 min to hours
Circadian 24 hours

Ovulation cycle 28 days
Ecology years

From: YouTube



Sigmoid predator prey model
dR

dt
= rR(1�R/K)� aNR2
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b. There are three interesting situations. The parabola at the top is always the lake without

the pump. The bottom parabola is obtained with p > 0 (the total area in phase space where
the algae increase should become smaller whenever p > 0). See Panels (a)–(c). In (a) the
steady state remains stable, the zooplankton density decreases, and the algae density remains
the same. In (b) limit cyles turn into a stable steady state. The average amount of algae
stays the same, and the average zooplankton density decreases. In (c) the zooplankton goes
extinct, and the algae density goes to carrying capacity. (c) is the only situation where the
lake becomes less dirty and green (but we have lost the zooplankton)!
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